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Green’s functions for a source embedded in an isothermal transversely sheared
boundary layer are compared with direct numerical simulation (DNS) at various
frequencies and free-stream Mach numbers. The procedures developed for a mixing
layer in Part 1 (Suzuki & Lele 2003) are applied to derive the low- and high-frequency
Green’s functions for direct waves, ie. the third-order convective wave equation
is solved using asymptotic matching. In addition, channelled waves propagating
downstream along the wall are analysed using the normal mode decomposition. By
introducing an adjoint operator of the convective wave equation with a mixed-type
boundary condition on the wall, the corresponding Hilbert space is defined and
eigenfunctions of channelled waves are normalized. Furthermore, diffracted waves
in the shadow zone are formulated in the high-frequency limit. These theoretical
predictions are compared with numerical simulations in two dimensions: DNS are
performed based on the full Navier—Stokes equations (the ratios between the acoustic
wavelength and the boundary layer thickness are A/dp; = 4.0,1.0, and 0.25 at a free-
stream Mach number of M, = 0.8; and 4/dp;, = 1.0 at M, = 0.3 and 1.2). The DNS
results generally agree with the theories: the pressure amplitudes of direct waves
and diffracted waves follow the high-frequency limit with a reasonable degree of
accuracy in the intermediate- and high-frequency cases (1/d5, = 1.0 and 0.25). The
DNS results for channelled waves also agree with the theoretical predictions fairly
well. In addition, the acoustic impedance on the wall under a strongly sheared viscous
boundary layer is derived asymptotically based on the modal analysis.

1. Introduction

When sound is generated in a region in which the mean velocity is strongly sheared,
its radiation pattern becomes highly directional due to refraction (see figure 1).
Assuming the mean flow to be isothermal and purely transversely sheared in two
dimensions, two types of flow geometries are studied in this series of papers. In
Part 1 (Suzuki & Lele 2003), sound from a mixing layer is analysed, while in this
paper sound from a boundary layer is analysed. When the source is embedded in a
boundary layer with a moderate free-stream Mach number, the interaction with a
wall causes various complex phenomena as well as simple refraction. Such a situation
can arise in many practical aero-acoustic problems, for example the noise from a
turbulent boundary layer at a finite Mach number on an airfoil (Ffowcs Williams &
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FiGURE 1. Schematic of ray trajectories from a point source in a boundary layer.

Hall 1970) or in a high-speed channel flow (Coleman, Kim, & Moser 1995; Goldstein
& Leib 2000), the noise from a jet impinging on a flat plate (Powell 1991; Shen &
Meecham 1993) or from jet-flap interaction (Ramakrishnan 1980), and so on.

In previous theoretical studies, the noise levels have been estimated assuming
low free-stream Mach numbers (Curle 1955; Powell 1960; Howe 1979); accordingly,
Lighthill’s acoustic analogy (Lighthill 1952) has been extensively used. However, as
the Mach number increases, refraction due to the shear flow in combination with
the wall boundary needs to be taken into account. Strong refraction results in highly
directional radiation patterns (see figure 1); in particular, at high-frequencies intensity
becomes peaked at the ‘critical angle’. Beyond this angle, there exists a region upstream
of the source which direct waves cannot reach, referred to as a ‘shadow zone’. Instead,
diffracted waves occupy the shadow zone. On the other hand, downstream of the
source, a large amount of acoustic energy trapped within a boundary layer propagates
along the wall due to reflection as well as refraction (called a ‘channelled wave’ in
this paper). Moreover, both diffracted waves and channelled waves interact with the
non-slip wall on which the acoustic impedance could be non-zero. An understanding
of all these phenomena is essential in analysing the sound from a boundary layer with
a finite free-stream Mach number. However, these aspects have not been specifically
studied in previous works.

One classical approach to understanding such a sound radiation problem is to
seek fundamental acoustic solutions. This type of methodology, extensively explored
in the 1960s and 1970s, can be now re-examined with the help of ‘computational
aero-acoustics’ (CAA). Thus, the objective of this paper is to investigate Green’s
functions for a source in a boundary layer with a finite free-stream Mach number
by comparing theoretical predictions with numerical simulations. This paper studies
various wave phenomena relevant to a stationary point source, namely the sound
radiation patterns of direct waves, channelled waves along the downstream wall,
diffracted waves in the shadow zone, and related issues of the viscous wall boundary
conditions.

As seen in studies of a mixing layer (such as Goldstein 1978, 1982), refraction must
be taken into account when one estimates the sound level from a source embedded
in a finite-Mach-number shear layer. Using the method studied in Part 1 (Suzuki
& Lele 2003), asymptotic formulas for the radiation pattern of direct waves can be
derived for a boundary layer. In the low-frequency limit, a vortex sheet model can
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be applied (refer to previous works by Beckemeyer 1974 and Ffowcs Williams &
Purshouse 1981, particularly for a boundary layer), while in the high-frequency limit
the approach taken by Goldstein (1982) (based on the mathematical method derived
by Avila & Keller 1963) can be applied (similar approaches were studied by Balsa 1976,
Durbin 1983, and others). In both cases the third-order convective wave equation
(Pridmore-Brown 1958; Lilley 1974) is solved using asymptotic matching, and the
far-field solutions can be explicitly formulated in two and three dimensions using the
stationary phase method. From these asymptotic formulas, the radiation pattern is
shown to be highly directional as the free-stream Mach number increases; namely
the rays are concentrated near the critical angle, at which the amplitude becomes
peaked. In addition, it is predicted that directional patterns are quite different for the
low- and high-frequency limits. All such information is entirely missing in the studies
based on a free-space Green’s function.

In addition to the peak near the critical angle, large-amplitude waves propagating
along the wall are observed downstream. When the initial grazing angle of a ray is
lower than a certain threshold value, this ray cannot penetrate the free stream due
to strong refraction; as a result, it propagates downstream, bouncing between the
turning points and the solid wall. Accordingly, caustics are formed, in which multiple
rays focus, and a considerable amount of energy is trapped within the boundary
layer downstream. These strong waves may have a significant impact on the interior
noise of aircraft (Kriegsmann & Reiss 1983; Abrahams & Kriegsmann 1994). Similar
phenomena can be observed in ocean acoustics, referred to as ‘channelling’ or a
‘wave guide’, in which rays are trapped between the upper surface and the turning
points created by the temperature gradient. This phenomenon has been exhaustively
investigated using two approaches: geometrical acoustics to statistically estimate the
amplitude using ray tube theory (Brekhovskikh & Lysanov 1982), and the normal
mode decomposition (Ahluwalia & Keller 1977) equivalent to obtaining eigenfunc-
tions. The latter approach, which is used here, can be also widely applied, such as to
duct acoustics (Pridmore-Brown 1958; Swinbanks 1975; Mani 1980; Wang & Kassoy
1992). However, much care is required to normalize the eigenfunctions when the mean
flow has an arbitrary velocity profile. In this study, by introducing an adjoint operator
for the third-order convective wave equation with a mixed-type boundary condition,
the corresponding Hilbert space is constructed and eigenfunctions are normalized
for channelled waves. To define the inner product, the method developed by Sal-
wen & Grosch (1981) for the Orr—Sommerfeld equation is modified for compressible
(inviscid) flows. This formulation is potentially usable to estimate acoustic pressure
disturbances downstream with knowledge of the turbulent spectrum upstream. Thus,
for the study of interior noise (Wilby 1996), not only the direct pressure fluctuation
on the wall (Howe & Shah 1996; Graham 1996), but also the contribution from
channelled waves should be taken into account.

On the other hand, upstream of the source, diffracted waves occupy the shadow
zone instead of direct waves. If the angle of the ray becomes nearly tangent to
the wall, these waves are allowed to propagate along the wall and to successively
depart toward the shadow zone. These diffracted waves are exponentially decaying
with respect to the distance from the source. Diffracted waves of similar types were
formulated for wave equations with a transversely-varying index in the context of
general geometrical acoustics by Seckler & Keller (19594, b). For the current study, in
the presence of velocity gradient, the derivation is almost identical to theirs although
the wavenumber is included in the corresponding refraction index. By following
their procedure, diffracted waves in a boundary layer with a finite free-stream Mach
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number are formulated in the high-frequency limit. This formula is also useful to
characterize the acoustic impedance of the wall.

An additional important aspect of a boundary layer is the viscous effect. When
the acoustic wavelength becomes equivalent to or shorter than the boundary layer
thickness, the coupling of three aerodynamic modes— acoustic, vorticity and entropy —
becomes significant on the wall; hence, the simple boundary condition, dp/dn = 0,
can no longer be applied. In the past, appropriate mixed-type boundary conditions
have been derived assuming the free-stream Mach number to be negligible (refer to
Pierce 1989; Anderson & Vaidya 1991). At high free-stream Mach numbers, however,
these formulas for the boundary conditions need to be modified: the velocity gradient
of the mean flow must be taken into account.

In this paper, all these aspects, which are relevant to the sound from a boundary
layer with a finite free-stream Mach number, are investigated based on both theories
and numerical simulations. In two dimensions the full Navier—Stokes equations are
solved using direct numerical simulation (DNS) for five cases (1/dp, = 4.0,1.0 and
0.25 at M, =0.8; and A/dp, = 1.0 at M, = 0.3 and 1.2). A stationary sound source
is prescribed by highly localized forcing terms, which simulate a time-harmonic
monopole-type source. The results show that the direct waves in the high- and
intermediate-frequency cases (1/0p;, = 0.25 and 1.0) agree with the high-frequency
limit relatively well, while the low-frequency case (1/dp;, = 4.0) shows that the peak
amplitude appears beyond the critical angle. Moreover, the comparison between the
theory and DNS indicates that the peak amplitude is over-estimated. Regarding
channelled waves, the mode shapes and amplitudes obtained from DNS are success-
fully predicted by the eigenfunctions calculated using the mean velocity profile of
the DNS. In the shadow zone, the analytical expressions for diffracted waves and
the DNS results are compared in terms of pressure amplitude: it is observed that the
analytical expression based on the Neumann boundary condition (dp/dn = 0) agrees
fairly well except in the low-frequency case (4/dp. = 4.0). Thus, various aspects of
the acoustic phenomena associated with refraction and interaction with the wall are
systematically studied over a wide range of the source frequency and the free-stream
Mach number.

The outline of this paper is as follows. In §2, Green’s functions for a source in a
boundary layer are derived: the low- and high-frequency asymptotes of direct waves,
the normal mode decomposition of channelled waves, and diffracted waves in the
high-frequency limit are formulated. In addition, the acoustic impedance for a viscous
wall under a finite free-stream Mach number is discussed. In § 3, the procedures for
the numerical simulations are described. In §4, the theoretical predictions and the
numerical simulations are compared, and the results are discussed. In the last section,
conclusions are presented.

2. Derivation of Green’s functions

This section describes the solutions for a stationary monopole source in a boundary
layer, namely Green’s functions. The conditions of the mean flow are similar to Part
1 namely a transversely sheared flow with constant temperature is assumed. For the
coordinate system, x is taken to be the flow direction, y to be the vertical direction,
z to be the spanwise direction, and # to be the vertical source position (see figure 2).
To non-dimensionalize the equations, the ambient acoustic wavelength (at M = 0) is
taken to be the length scale and the ambient speed of sound to be the velocity scale.
(Thus, the angular frequency w is equivalent to 27.) A non-dimensional length scale
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FIGURE 2. Coordinate system of a two-dimensional boundary layer.

of mean flow variation, €, is defined so that it can fully cover any type of boundary
layer thickness, such as the momentum thickness, the 99% velocity thickness, a length
scale op; defined later, etc. Since most of the derivation is analogous to the previous
paper, only the differences are emphasized in this paper.

2.1. Low frequency Green’s function for direct waves

To obtain Green’s functions in a boundary layer, one can follow the procedures
shown in §2 of Part 1 (Suzuki & Lele 2003). The wave operator of the governing
convective wave equation (Pridmore-Brown 1958) together with the monopole-type
time-harmonic point source can be expressed as

D [DT 0 (oI ou & [ ,0\ D,
=y - = —_— e — — —iwt 21
Dt [ D2 dx; (“ ax,>] T o (a ax,> Dilc oWl 2D

where D/Dt = /0t +u;0/0x;, a is the speed of sound, and IT =y~'log(p/p.) (7
denotes the specific heat ratio and p., the ambient pressure). Note that (2.1) is
expressed as the linearized form, the exact nonlinear equation for which was derived
by Lilley (1974). Assuming that the mean velocity is transversely sheared, i.e. u;/a =
(M(y),0,0), one can take a Fourier transform of (2.1) in time and the flow direction;
accordingly, the transformed convective wave operator becomes

2ﬁ —/ ﬁ A
CH oIl L 2 i =, (22)
0y? i Oy
where
A 1 R . .
(w,k,y) = / / I(t,x,y)e“e ™ drdx, (2.3)
2n)* )

and 7i(y) = 1 —kM(y), which corresponds to an ‘index of refraction’, and k is the
normalized wavenumber in the x-direction. They are defined as n = wii and k = wk,
respectively.

Now, the only difference between a mixing layer and a boundary layer is the
boundary condition. To generalize the problem, impose the third-kind (mixed-type)
boundary condition:

‘Zi —iwZG=0 at y=0. (2.4)
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Here, the acoustic impedance Z can be complex and take any magnitude in this
study (0 < |Z] < o). Note that & as defined here is normally called an ‘acoustic
admittance’. Although in many cases, particularly when the Reynolds number is
relatively high and the acoustic frequency is not extremely high, one can assume
% =0 for a solid wall. However, in viscous flows the acoustic disturbances invoke
other aero-dynamic modes involving vorticity and entropy disturbances; hence, &
takes a non-zero value. Section 2.5 (and Appendix C for the derivation) discusses
the acoustic impedance for viscous boundary layers with a high free-stream Mach
number. In the free stream (y — o), the Sommerfeld radiation condition is imposed.

To derive the low-frequency Green’s functions for direct waves, one can use asymp-
totic matching. The procedure is equivalent to using a vortex sheet across the source
position (Beckemeyer 1974). The derivation given below may be more general than
the one in Ffowcs Williams & Purshouse (1981). Here, the length scale € is defined so
that it satisfies |(M(e) — M(o0))/M(o0)| < 1, yet it is much smaller than the acoustic
wavelength. First, consider the one-dimensional Green’s function which is periodic in
time and the flow direction, namely the solution for plane waves. Referring to the
derivation in the mixing layer case (Suzuki & Lele 2003), one notices that only the
outer solution on the lower side (A 13) in Part 1 must be replaced by (2.4). Moreover,
because of the non-slip boundary condition, it is reasonable to assume M(0) = 0;
hence, iy = 1(0) = 1. Accordingly, the one-dimensional Green’s function for direct

waves can be obtained as follows:
exp [i (w\/ﬁé —k2y — én)]

wit} ( 2 — k2 /2, —ff)

where the superscript ‘DR’ stands for direct waves, and ‘low’ for the low-frequency
limit. The subscript (1) represents the dimension, the other subscripts denote the
position in the y-coordinate, such as 7, = 7(y), and the subscript oo denotes the
free-stream quantity.

Similarly, to derive Green’s function in two dimensions (for a line source), take an

inverse Fourier transform of (2.5),
| e OXP {ia} (lgxx+\/ﬁgo—lg?\,y>}
Gty 100 = - | _
o ( 2 —k2/i2, —Ef)

The arguments of G before the vertical bar denote the observer position, and the ones
after denote the source frequency and the source position. The far-field asymptotic
Green’s function in two dimensions can be obtained using the stationary phase
method as

GO (1, | ©,0,1)

; (2.5)

Gﬁ;{low (y) —

dk,. (2.6)
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where x = rcos ¢ and y = rsin ¢. The stationary point is given by

- 1 cos ¢
k= W —M,, + . (2.8)

1 — M2 sin’ ¢

Note that 71, in (2.7) is evaluated at k =k*.
Finally, the three-dimensional asymptotic Green’s function becomes

GoX'™(r,0, ¢ | ©,0,1,0)

-1 sin 6 sin ¢
T 2mr 1 — M2 (cos? 0 + sin® 0 sin® ¢)

—M,, sinfcos ¢ + \/1 — M2 (cos? 0 + sin’ 0 sin® ¢)
exp |1 wr
1—M2
X , (2.9)
i (1—M2)? sin@sin¢\/1 — M2 (cos? 0 + sin’ 0 sin® ¢)
i _
n

2
<\/1 — M2 (cos? 0 + sin’ 0 sin” ¢p) — M, sin 0 cos qﬁ)
where the stationary point is

— 1 sin 0 cos ¢

XZ*I_MZ _M:x)+ ) . 2
o \/1—M§c(00529+sm 0 sin” ¢)

, (2.10)

P cos @

\/1 — M2 (cos? 0 + sin® 0 sin® ¢)
Likewise, x = rsinfcos¢, y = rsinfsin¢ and z = rcosf. Thus, the low-frequency
Green’s functions for direct waves in a boundary layer have been derived. Notice that
when Z =0, (2.7) and (2.9) take finite values in 0° < ¢ < 180°, while when Z £ 0,
they vanish at ¢ = 0° and 180°. However, near ¢ = 180° the next order terms in €
should be included when the leading-order terms in the denominator vanish. On the
other hand, in the downstream direction, waves called ‘channelled waves’ propagate
along the wall with large amplitude. These waves are discussed in §2.3.

(2.11)

2.2. High-frequency Green’s function for direct waves
In the high-frequency limit, the method introduced in §2.2 of Suzuki & Lele (2003)
(the original method is based on Avila & Keller 1963 and Goldstein 1982) can be
applied. To modify it for a boundary layer, the mirror image technique is used. Take
(2.15) in Part 1 to be an inhomogeneous solution (waves directly propagating from
the source) and superpose a homogeneous solution (waves reflected from the wall).
The summation can be expressed as follows:

A ¥ —
Guy(y) = A1(y)exp {—iw/ \/mdy}
"
+A45(y) exp {iw / g \/m dy,} O<y<n. 21
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Substituting (2.12) into the mixed-type boundary condition (2.4) and evaluating it at
y = 0, one can obtain the one-dimensional Green’s function (plane wave solution) as

VI—-k+Z < " -
1+ ———ex 12(0/ n2(y') —k*d ’>
Ty P\, VR

y p—
1., €Xp {1@/ \/2(y) — k? dy’}
X 1 = )
Ron, (7} — k)42, — k)14
Here, the superscript ‘high’ stands for the high-frequency limit. At high-frequencies,
interference occurs between waves directly propagating upward and those reflected
once from the wall.

In the two- and three-dimensional cases, as shown in (2.16) of Part 1, one can
approximate the stationary points ki by (2.8), or ki and k} by (2.10) and (2.11),
respectively. By following the same procedure, the two- and three-dimensional high-
frequency Green’s functions for direct waves in the far field can be obtained as
follows:

ADRhigh VI—EP+2 o
GRS .0~ (14 Ve exp (20 [\ = Ry
JI—®yp—z 0

{ 1/sinq'>(y/l—Mfosinqu—chosq’))
SN (1 — M2)(1 — M2 sin” )

XD [—i (wre(ky) + 3n)]
fin((iy)? — (ky)?)!/+

ADR.high
Gy (y) =

(2.13)

: (2.14)

V1= =k + 2
+
V1—RP— 2 — 2

cenp (20 [ /i = Gy = dr )|

o -1 /sin 0 sin ¢
4nr (1 — M2)[1 — M2 (cos? 0 + sin® 0 sin® ¢)]5/4
exp[—iwro(k}, k})]

() — (k3)? — (k2))V+

GO (1,0, ¢ | ,0,1,0) ~ |1

(2.15)

Here, ¢(ky) = f; \/72(y') —k2dy'/r in (2.14), and @(ky,k.) in (2.15) is similarly de-
fined. Unlike the low-frequency limit, (2.14) and (2.15) vanish at ¢ = 0° and 180°
regardless of the value of Z. However, along the wall, channelled waves propagate
downstream at high-frequencies as well. In addition, the denominator ((7;)*— (k})*)'/*

or ((7iy)* — (k})* — (kX)*)'* can vanish at certain k. and k.. Therefore, there is a
region which direct waves cannot reach and also an angle beyond which rays cannot
propagate in the far field. This region is referred to as a ‘shadow zone’, and the angle a
‘critical angle’. The ray propagating along the boundary of the shadow zone is called
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a ‘limiting ray’. Refer to figure 1 for a typical sound radiation pattern. The formula
for the critical angle is shown in Appendix A. In the shadow zone, diffracted waves
propagate instead. Channelled waves and diffracted waves are discussed in §2.3 and
§2.4, respectively.

2.3. Channelled waves along the downstream wall

When the initial grazing angle of the ray is lower than a certain threshold value,
this ray propagates downstream, bouncing between the turning points and the solid
wall. These waves are called ‘channelled waves’ in this paper. To analyse such waves,
the incompressible viscous theory developed by Salwen & Grosch (1981) is modified
to a compressible inviscid theory; subsequently, the normal mode decomposition
(Ahluwalia & Keller 1977) is applied.

Consider a two-dimensional case (a line source). Suppose viscous dissipation
throughout the medium and energy absorption on the wall are negligible. Conse-
quently, one can express the acoustic field as a superposition of discrete and contin-
uous modes of the governing equation: the transformed third-order convective wave
operator in the present case. Here, the discrete modes are exponentially decaying in
the vertical direction and called the ‘normal modes’ in this paper. Among these modes,
ones with purely real wavenumbers in the flow directions correspond to channelled
waves. By contrast, the continuous modes have oscillatory behaviour as y — oo, and
are responsible for direct waves. These two types of mode shapes in the vertical
direction (the discrete mode expressed by A(y) and the continuous mode by B(k,, y))
are called the ‘eigenfunctions’ here. Hence, the eigenfunction times e** becomes the
normal mode for discrete cases. With these two types of modes, the acoustic pressure
field is expressed as

(1, x, y)
[ N7 . 0 .
e—iot Z am Am () kX +/ B_(ky,y) el dkx‘| if x<0,

Lm_=1 —
_ " (2.16)
e—iwt §+ a, A (y) eik""r\' + /+OC B (k )eik"x dk if 0
myAmy +(Kx, ¥ X x =0
0

my=1

where Re[ky, ] <0 and Re[ky,,] > 0. The wavenumber is expressed by k, instead of
wk, for later convenience, and a,, is the complex coefficient of the mth normal mode.
Note that in addition to these two modes, there exist so-called ‘gust solutions’ which
are associated with the singularity due to the convective velocity (refer to Swinbanks
1975 or Mohring, Miiller & Obermeier 1983 for details). These modes should be
similarly treated by appropriately taking a branch cut. Among the discrete modes,
the one which does not decay in the x-direction needs to be extracted. All A, (y) are
the solutions to the transformed third-order convective wave operator: .

d’4,, dM dA,,

LAy = (0—kgyM)—— +2k

ko M ko M 2_q 2 0
—I— - A -
]y2 xXm ]y 1y ((’0 xXm )[(w xXm ) xXm ] m b

(2.17)
with the boundary conditions given by
Am
dd =0 at y=0, An—0 as y— oo (2.18)
y

Likewise, B(ky,y) satisfies the transformed wave operator (2.17), but the second
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boundary condition is replaced by

jl]j —iv(w—kM,)?—k2B as y — . (2.19)
For simplicity, the acoustic impedance is set to be & = 0: As seen later, this assump-
tion is reasonable except for very large negative wavenumbers. Note that as described
by Salwen & Grosch (1981), the number of normal modes should be finite in (2.16).
In addition, k,,, can be complex; however, Mack (1984) reported that there are no
inviscid modes which are exponentially growing in a Blasius boundary layer velocity
profile with a moderate free-stream Mach number. In fact, only one mode with a
purely real k,,, was found in each DNS case based on numerical integration of (2.17)
with (2.18). On the other hand, all k,,,_ are complex in the upstream direction: these
waves actually correspond to diffracted waves, which are described in next section.
Now, substitute (2.16) into (2.1) to obtain

3
L) =’ + 13w2M%H +o(l — 31\42)717 +i(M — Mﬂ%x}
N 0211 LM o1 _ dM o*11
@ 0y? 0x0y? dy 0xdy
<a)5(x)+ Maa()> Sy —n). (2.20)

Then take the second-order moment of (2.20) to obtain the jump condition, namely
calculate foof x?%(IT)dx. The result can be simplified as

S A (1) + /me%wx

my=1
N_ 0 )
=Y andn )= [ Bl =0 21)
m_=1 %
Likewise, the first- and zeroth-order moments yield
Ny ~+o0
S o An, )+ [ Bl )
my=1 0
N_ 0 1
- i xm_Um Am - i xBf Xs o X = T 1 g/ —n) 2.22
’;maon[m (ko )€ b = =y dly =), (222)
Ny T A N_
> A )+ [ RB ) A = Yk A ()
my=1 m_=1

’ ik x . 2M(y)
_/_x KB (k)M Ak = o0 TS0 ) (2.23)

To determine the coefficient a,,, the Hilbert space of these normal modes must be de-
fined using an adjoint operator. This method is analogous to that of Salwen & Grosch
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(1981) in which they discussed eigenfunction expansions for the Orr—Sommerfeld
equation. Here, the adjoint convective wave operator can be written as

+ dA; dM d4]
FAN(Y) = (0 — ko M) — Ak

2 2
—l-((l) _ kng) (w _ kng)z k}zm . 3kxn d M/dy Ai — 0’ (224)
w — kM

with the boundary conditions given by

Al o dM
d"=3k d —Al at y=0, Al -0 as y— oo (2.25)
dy w dy

The adjoint eigenfunctions of the continuous mode, Bf(k, ), also satisfy (2.24), (2.25)
at y =0, and (2.19) as y — co. Using the original wave operator (2.17) and the adjoint
operator (2.24), the following conservation form can be derived:

/ L2 (s ko) T dy + / 1% (n ko) T dy
0 0

o, 6’17T dM oIl np
ot 0y dy ox =0

a 0
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Jo( ! = n M (1 —3M?) (11} ===
(UL, 1T) ot ot ( )< " 0tdx 6tax>
o2l 550 0 A § Al) O
—(M =M (I} ="+ I, — ="
( )< "o MR T ax ax>
o211, T30 0 ARG 1 Al ) O
—M (1] m,—" o
("0y2+ o oy 0y>
dM LoIl oI}
2 =" — [T, —" ). 2.29
TS < "y dy > (229)

Here, only the mixed-type boundary conditions are retained. Since I1,, and II; are
the solutions to (2.17) and (2.24), respectively, first two terms in (2.26) always vanish.
In a spatial problem, since the frequency is common between I1,, and I, as long as
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the boundary condition (2.25) is satisfied, only the last term on the right-hand side in
(2.26) remains,

a / Jody = —i(key — Kn) / Jody =0. (2.30)
aX 0 0

Thus, when the wavenumbers of the normal modes are different, this particular
‘inner-product’ must be foao J.dy = 0, by which a bi-orthogonal system is constructed.
This inner product can extract a discrete mode from an arbitrary superposition
consisting of discrete and continuous modes and normalize the eigenfunction. No-
tice that this system is, however, invalid between two continuous modes because
the boundary terms at y — oo remain. In a temporal problem, however, the or-
thogonal condition does not simply become (w, — w,,) fooo J;dy =0 in these expres-
sions due to the mixed-type boundary condition. See Appendix B for the temporal
problem.

In addition to the boundary layer problem, this method can be extended to two-
dimensional duct geometries with an arbitrary mean velocity profile by imposing the
boundary conditions on both sides (for example, y =0 and y = H). Supposing the
pressure fluctuation is dominated by the acoustic modes and the acoustic fluctuation
is given at a certain cross-section, the problem can be decomposed into normal
modes with appropriate coefficients using this inner product. Thus, the acoustic fields
at other cross-sections are possibly predicted; however, when the magnitudes of the
other modes, vorticity and entropy, become comparable to the acoustics mode in terms
of pressure, this inner product cannot extract a certain acoustic mode. As another
example, by knowing the source term, such as the velocity fluctuation in a turbulent
boundary layer, the pressure disturbance on the downstream wall can be estimated,
assuming that the boundary layer thickness is nearly constant. Furthermore, using
this method, the receptivity of instability waves in a two-dimensional mixing layer
can be estimated as described in §2.5 of Part 1. Now, to determine the coefficient a,,
calculate the following ‘inner product’ using (2.21), (2.22), and (2.23):

J. (H,I | el l Sl Ay e + / B, (ks y) € dk,
my=1 0

N- 0
=l Ay e — / B_(k,,y) e dkxD = J (I}, a,01,).  (2.31)

m_=1 -
After some calculation, this yields
CH _l(w - k\nMn)AZ(rl)

a = 53]
/ '].\‘(ws kxm kxnaAj:p An) dy
0

, (2.32)

where
T (@, ks ks Al A) = [=30*M — (kg + kyn)(1 — 3M?)
+(k;2m + kxnkxm + k%m)(M - MB)]AJ1A;n
d4 d24t  dAtdA
M (A —=" + A n Zm
("dy2 - dy? +dy dy>

dMm .dA dAf
— (24T = 4, =1 ). 2.33
* dy ( " dy dy ) (233)
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Here, the superscript ‘C H’ stands for channelled waves. 4,,(y) and A(y) are computed
based on a compressible Blasius boundary layer profile, and the results are compared
with the DNS data in §4.2.

To extend this result to three dimensions, one needs to repeat the same procedure
for each k. and to take an inverse Fourier transform. Suppose a,(k.;) and A,(y,k.)
are obtained as functions of k.. (Accordingly, the regular third-order wave operator
(2.17) and its adjoint operator (2.24) with —k? added in the brackets of the third
terms must be solved under the same boundary conditions.) Using these solutions,
the acoustic field can be expressed as follows:

—iwt N

400 A
T Z |:/ am(kz )Am (ya kz) el[km(kZ)XJrkzz] dkz

H(3)(t3x7yaz) =

m=1

+o0 +00
+ / / B(ky, p,k.)e® >t di, dk | (x = 04),  (2.34)
0 —0

and the coefficient aS”(k.) can be similarly determined. Since the normal modes with
a negative Im[k,,] exponentially decay downstream, only the modes with a real k,,,
(in three dimensions, families of these modes) dominate the sound within a boundary
layer.

2.4. Diffracted waves in the shadow zone

It is seen from (2.8) (or (2.10) and (2.11) in three dimensions) that beyond the critical
angle, no stationary point exists; therefore, instead of direct waves, diffracted waves
propagate in the shadow zone. Part of the acoustic energy propagating upstream
along the wall keeps departing toward the shadow zone. As described later, the
ray trajectories of these diffracted waves have an identical shape to the limiting
ray. At high-frequencies, Seckler & Keller (1959a,b) derived diffracted waves using
two different methods, separation of variables and a contour integral, and obtained
an identical result. Here, the method based on a contour integral is reviewed and
modified for a boundary layer with a finite free-stream Mach number.
Start with (2.14) in Part 1, and neglect the lower-order term at high-frequencies,

62@0 _ A oy —
A R0 - 16, = M (2.35)
Here, G* = G/i. Formulate the homogeneous solutions to (2.35) as follows:
Ao gi1(y) = cil(y) if y>n,
G = : 2.36
() { () = ahi(y) +a(y) if 0<y<ny. (236

Note that h; indicates up-going waves and h, down-going waves. From the boundary
condition on the wall (2.4), the coefficient ¢; can be determined as follows:

(Yl
(Yh1)o

where ¥’ = 0/0y —iwZ* and Z* = & +in,/(wiip); however, the second term iy / (wiig)
approaches zero in the high-frequency limit. To connect the solutions across the source
position y =5, apply the asymptotic expansion used for the one-dimensional high-
frequency Green’s function (see Appendix A in Part 1); subsequently, (2.36) yields

c e, (2.37)

N 1 g(mgi(y) if y>n
P B , ’ 2.38
) (2182 — 2581 { 2i(n)g(y) if 0<y<ny. (2.38)



142 T. Suzuki and S. K. Lele

Here, the Wronskian can be calculated as (g}g> —g581), = cica(hihy —h5hy),. Knowing
that hy and h, are the homogeneous solutions to (2.35), one can easily confirm that
the Wronskian is constant with respect to y. Accordingly, evaluate the Wronskian on
the wall y = 0, and rewrite (2.38) in terms of h; and h,. After substituting it into the
expression for an inverse Fourier transform, the equation for y > 0 yields

CO /+OO [h1(7)(Y'hy)o — ha(n)(Yhy)olhi(y) GXP[iCOExX] -

G(z)(x,)/|w,0,11)=—% ) Ui — T oV dk,. (2.39)

Now, to calculate (2.39), consider a contour integral. As shown by Seckler & Keller
(1959b), only the term (Y'hy), in the denominator contributes to a residue; hence,
evaluate the rest of the terms at k: satisfying (Y'h;)o = 0. Since h; and h;, are linearly
independent solutions propagating in opposite directions, it can be assumed that
K (0) = iwZ*hy(0) and h,(0) = —iwZ*hy(0). Consequently, (2.39) can be simplified as
follows:

B O)(ha)ih (1)1 (v) explioks ]
ity (hiha — hyhy)g[hi0(Yhy)/Okyg

i ki) expliokix]
(7 — (k) — (217 (5(0))2(@y /K )y

G(x, y|w,0.17) & —ie

(2.40)

where the quantities with the superscript * are evaluated at k, = k%. To compute k’,
approximate it using a second-order polynomial. Although the corresponding index 7
includes the wavenumber k., the result becomes identical to (51) in Seckler & Keller
(1959b) in the high-frequency limit,

r [ (715)*

ky ~ —iig — 3o
6311y

1/3 '
} ™3, (2.41)

where it is reasonable to assume 7y = 1 and i, & M’'(0), and g, is a discrete solution
to the following equation:

A,(qm) i51/6 ( @ >1/3
= e oyt . 242
A(gn) 6o (24
Here, the Airy function is defined by (refer to Abramowitz & Stegun 1965)
_[” 3 _ T A 4q
A(g) = /O cos(i® — qt) dt (_ ST Al (_W)) . (2.43)

Note that to derive (2.42), only the leading terms in the high-frequency limit are
retained. Likewise, in the high-frequency limit (dy/dk,); = —1/f, using (2.41). Fur-
thermore, the asymptotic form of h;(y) for large |y — 5| is given by

h ( ) _ i 1/2 UI/Z H(]) (D) N 3 1/2 eXp[i(U _ %TC)]
1y W (ﬁ2 N E§)1/4 1/3 (ﬁ2 _ E§)1/4 >

Tw

(2.44)

where v(y) = wfy{ \/12(y, k) —k>dy’ and y* denotes the turning point. Note that
(2.41) is derived by setting v(0) = —2g,,/3*/%. Consequently, substituting (2.41), (2.42)
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and (2.44) into (2.40) yields
nein/3 |: (no)/ :|2/3

61/2 o(iiy)?

exp [1(0 (k"x-l—/ / \/ (7 2dy>}
[GnA%(qm) + 342(qn)]7, (7)) /(715)* — DVA((7* ()2 /(7ig)* — 1)V/4
(2.45)

G(z (x,y|w,0,n) =

To simplify the phase part of (2.45), divide the interval of the integration at y = 0.
After some calculation using (2.41), it can be rewritten as

n y —
[+ [ ey —@ray
-
/ / e g, {ﬁg(ﬁg)’r” Mg+ M~y |
65 | o ) — )

32
> 33/2qm . (2.46)
Assuming both |x|, |y| > e, only the far-field solution is derived here. As seen in the
stationary phase analysis, the rays become straight in the free stream. Therefore, the

integration of the second term on the right-hand side of (2.46) can be approximated
by

(") — () —

/'7 /yM2ﬁ0+M—7_l0 ’ M2+M _1 (247)

Jar—(mr | UMM, 12
Notice that the interval of (2.46) corresponds to the limiting ray path and the

term explimk:x] in (2.45) provides the same coefficient as the second term of (2.46).
Accordingly, the final expression becomes

ADF high
G(z) (X, y]o, 0,1)

n y
nein/3 [ (i) ]2/3 i, eXp [m) <n0x|+/0 +/0 (n*)z—(no)zdy>]

467 [o(ng)? i, ((71,)2 /(g — DVA(75,)?/ (g)> — 1)V/4
—% =%/ 2/3 2
O /6 o (i) ML+ M, -1 .4 5p
o [6”3@’36 { © ] T anon | e
Zm: 4nA*(qm) + 34°(qm)
(2.48)

Again, the superscript ‘DF’ stands for diffracted waves. To calculate (2.48), it is
reasonable to substitute k% ~ —1. For extreme cases, A(qm) =0 (0'3Z°| - ), and
A(qn) =0 (Z° =0), dlscrete values of ¢,, are given in table 1 (see Abramowitz &
Stegun 1965). Expression (2.48) including terms up to m = 5 is compared with DNS
in terms of amplitude later.

The three-dimensional expression (for a point source) can be similarly derived.
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Zeros qi 7p) q3 e qs de

A(gn) =0 33721 58958 79620  9.7881 11.4574  13.0129
A'(gn) =0 14693  4.6847 69518  8.8890 151835  17.8620

TaBLE 1. Zeros of the Airy function.

Direct substitution into (62) of Seckler & Keller (1959b) yields

GO (x, yl, 0,1)

n y
12in/12 [ (meyd Y6 1, €XP [iw <ﬁ8vx2 +z2 +/ +/ \/ () — (71)? dy’)]
e [ (1) ] 0 0

T 26 M+ 22 P/ — DA, ()P — 1)1/

o(71p)*

6!/37,

exp [

w

X ’ b
% anA*(qm) + 3A%(qm)

ey 2/3
S ) ! (P F 22— X2+ Z7) —i 4 3
e e qm(/X z lwq;n

(2.49)

where X and Z denote the coordinates at which a ray passing through the observer
point departs from the wall. The exponential decay rate is the same as the two-
dimensional case (2.48), but the cylindrical spreading rate is included in (2.49).

2.5. Boundary conditions from the modal analysis

In a viscous boundary layer, acoustic disturbances invoke other aero-dynamic dis-
turbance modes, i.e. vorticity and entropy modes. In particular, when the acoustic
wavelength is short, these three modes couple on the wall (see figure 3). There-
fore, the superposition of these three modes must satisfy the non-slip as well as
the no-penetration boundary conditions; accordingly, the simple boundary condition
dp/dn = 0 is no longer valid. Such a mode coupling was analysed using an asymptotic
method by Kirchhoff (1868); consequently, appropriate viscous boundary conditions
in a quiescent flow have been derived (the derivation is summarized in Pierce 1989);
however, the effect of a steep velocity gradient near the wall was not taken into
account. In this study, assuming that the mean velocity is transversely sheared, the
viscous boundary conditions under a high free-stream Mach number are obtained.
The derivation is given in Appendix C. These boundary conditions are valid when
Re'”> < min{|3/dp.|,|85./2}, which is satisfied in the DNS of this study (here,
the Reynolds number Re,. is based on the acoustic wavelength and the speed of
sound). The resultant formulas for the acoustic impedances for an adiabatic and an
isothermal wall are given by

gadb ~ _1 — lwl_ E2 1+ %(_1 + i)w/ll_eznt/l_mr _
? TN 4 3+ Do Al (1= [(1 = Pr)/2PrR2Y

: (2.50)

i o L1 0= Dlond + 51+ Dodlor) + Lorki(1 + 5(1+ Do Alen) 2.51)
@ 2 1+ 11 + D)o (Lo /k)(2Pr /(1 — Pr) — k2)(dM /dy) ya
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FiGURE 3. Schematic of length scales of the aero-dynamic modes in a viscous boundary layer.
e denotes the order of €, or ¢, defined after (C5)—(C7) in Appendix C.

Here, the superscripts ‘adb’ and ‘ist’ denote adiabatic and isothermal walls, respectively,
and

_ M, - M 2Pr 1 dM
luor = = s len = 700; R ac = 0"/1 s A = n :
nRe, ' \/TR%C e = Y 1 = Pr ok, < dy )wall

In the DNS the adiabatic boundary condition was imposed; accordingly, (2.50) was
used for the theoretical prediction. In reality, as seen in figure 4, the effect of the mean
velocity shear is negligible for a laminar boundary layer at a moderate free-stream
Mach number. However, when the order of Mocl_(w,. Jen)// 01 approaches unity, namely
@ Alorjeny ~ O(1), the effect of the shear may need to be taken into account. Note
that the order of this parameter is wAlyorjeny ~ 0.1 in the present DNS.

3. Numerical procedures

To compare the theoretical predictions with the numerical simulation, the full
Navier—Stokes equations were explicitly solved using direct numerical simulation
(DNS). For time marching, the standard fourth-order Runge—Kutta scheme was used.
For spatial differencing, the sixth-order Padé scheme (Lele 1992) was used for the
interior points. For the inflow and outflow, and the upper boundary points, lower-
order (third and fourth) Padé schemes were used (Lele 1992). On the wall, the
adiabatic boundary condition was imposed, with a third-order one-side-differencing
scheme in the computational domain to solve pressure. The grid size, time step,
etc. are shown in table 2. To prevent spurious reflection of acoustic waves from
the computational boundaries, a so-called ‘damping sponge’ (Freund 1997) was used
with the non-reflecting boundary conditions (Giles 1990). For the detailed numerical
procedures and validation, refer to Suzuki (2001).

For the initial velocity field, the compressible Blasius boundary layer equation was
solved using the Illingworth—Stewartson transformation. Based on this velocity field,
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FIGURE 4. Angle dependence of the acoustic impedance for an adiabatic wall. Using (2.50), the
acoustic impedance was computed for an adiabatic wall. The wavenumber k, was calculated based
on the angle of incidence ¢; using (2.8). Two curves at each Mach number almost overlap: — — —,
(0M/0y)wa = 0 (no mean flow; hence, A = 0); ——, (IM/0y)war = M., (shear flow).

temperature and density were computed using the Crocco-Busemann relation with
the boundary conditions of p,, = 1, T, = 1, and (0T /0y)war = 0. The Prandtl number
was set to Pr =0.7. The rest of the conditions are tabulated in table 2. Again, all
quantities are normalized by the ambient acoustic wavelength 4 (at M = 0) and the
ambient speed of sound a... (The Reynolds number is defined by Re = U,,4/v,.) The
length scale of the medium (called a ‘boundary layer thickness’ for convenience) is
defined by
opr = Uss
U 0y
at x = 0. For reference (at M., = 0.8 and Re = 1 x 10%): the displacement thickness,
d4is = 0.4670p; the momentum thickness, 0, = 0.14565;; and the 99% velocity
thickness, dg9 = 1.6605;. Note that the spreading rates of the boundary layer (defined
by the slope of the M(y) = M,,/2 line) in the DNS were less than 0.1% for all cases.
Based on the initial velocity profile, ray trajectories were computed using the eikonal
equation. Here, the temperature variation was ignored for simplicity. By the method
of characteristics, the ODE system was integrated using the standard fourth-order
Runge-Kutta scheme. Refer to Suzuki (2001) for the detailed procedures. A total of
60 rays was emitted in each case (every 6°), and the minimum time step was set to be
At = 1/800 and exponentially stretched (less than a 3% increase for each time step).
To simulate a point source, the right-hand side of the Navier—Stokes equations was
forced. Instead of imposing a delta function, a Gaussian-shaped source term whose
narrow width limit becomes a delta function was imposed. With fine grid spacing near
the source region, spurious high-frequency waves can be reduced using such source
terms. By following the derivation of the third-order wave equation, it is deduced that
the following forcing terms yield such a source:
op  dpuy) _

ot e = AOnF (), (32)

(3.1)
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Case Figure numbers M, Re=Uji/v,, 1/05. Ro n
A 5,6,7,22(a), 24(a) 0.8 4 x 10* 4.0 10 0.020
B 8,9, 10, 22(b), 24(b), 27 0.8 1 x 10* 1.0 15 0.019
C 11, 12, 13, 20, 22(c), 23, 24(c) 0.8 2.5 x 104 0.25 28  0.031
D 14, 15, 16, 21, 22(d), 24(d) 0.3 0.375 x 10* 1.0 15 0.019
E 17, 18, 19, 22(e), 24(e) 1.2 1.5 x 10* 1.0 15 0.019

Cont. At (N\a Ny) (Axmim Aymin) (Axmaxv Aymax) (O'xa O'y)

A 1/1920 (480, 480)  (0.004, 0.000625)  (0.08,0.05)  (0.00625, 0.00625)
B 1/800  ( ) (0.008, 0.001500)  (0.08, 0.06 (0.0150, 0.0025)
C 1/400 (580, 420)  (0.020, 0.002424)  (0.10, 0.08 (0.0320, 0.0040)
D 1/800  ( ) (0.008, 0.001500)  (0.08, 0.06 (0.0150, 0.0025)
E ( )

1/800 560 400)  (0.008, 0.001500) (0.08, 0.06 (0.0150, 0.0025
TABLE 2. Parameters for the DNS.

- ===

d(pu;) n d(puiu; + pdi; + tij)

o o, : = = A,()ypu;F(t, X1, x2), (3.3)

dlp(e + 3up)] + ol{ple + 3uf) + plu; + T + qj]

8t 6Xj
= A,(t1)yple + Jud)F(t, x1,x2), (3.4)
where
exp [ Z(XJ — xJp) 1
1 J

F(t,x1.x0) = | L sin(er) — S 2504 o) ! . (3.5)

) w?a,2 2noy0,

and (x1,, X,,) denotes the centre of the source. The form of the source terms is obtained
by assuming that the mean velocity is purely vertically sheared and the magnitude
of the local Mach number at the source position is small (|M,| < 1). The width of
the Gaussian shape was set to be g, < 0y < 1 so that the source can be localized
sufficiently close to the wall. Note that the first term inside the square brackets
corresponds to the free-space Green’s function, and the second term corresponds to
the leading term of the mean flow correction. As a result, the corresponding source
term of the convective wave equation yields

D [D?I1 0 ,OI1 Ouy 0 ,0I1
— | |a— || +2—=——[a"=—
Dt | D¢? 0x; 0x; 0x;j 0xy 0x;

Ay(t)exp [_ 3 (sz_o_?p)z]

J

=D2t (1+0(M2)) cos(—wt)| . (3.6)

2n010;

Therefore, in the limit of ¢y,0, — 0, the right-hand side of (3.6) becomes a delta
function, namely (D/Dt)[A4,6(x — x,) cos(—wt)]. In computations the coefficient 4,
was set to be A,(t) = 0.005[1 + erf((t —t1)/0:)]/2, so that spurious high-frequency
waves can be suppressed, where o, = n/w and t; = 2n/w.

To measure the directivity of the pressure amplitude, 60 observer points were
distributed on an upper half-circle nearly every 3°, centred at the source position with
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a radius of approximately Ro. They were located on the grid points of the DNS, and
the position errors defined by [Ro — /(X1 — x1,)? + (x2 — x2,)?| (~ O(v/Ax? + Ay?))
were corrected in the data processing. At these points, pressure profiles were recorded
during two time periods after acoustic waves had arrived at all observer points.
Subsequently, the pressure profile at each point was transformed into the frequency
domain, and only the quantities at the forcing frequency were evaluated. In comparing
these DNS results with the low- and high-frequency asymptotes of direct waves,
corrections for viscous dissipation were included using an asymptotic formula (refer
to Appendix D for the formula). Similarly, to compare the amplitude of diffracted
waves, observer points were distributed along a straight line at y = 5 in x < 0, and
the same data-processing method was used.

To predict the mode shapes and amplitude of channelled waves, the Riccati forms
of the third-order wave operator (2.17) and its adjoint operator (2.24) were solved
using a shooting method based on a steady laminar boundary layer velocity profile
obtained from DNS. The predictions are compared with the DNS results in which the
channelled wave components are extracted. These numerical procedures are described
in Appendix E in detail. Some problems in the post-processing will be discussed
in §4.2.

4. Results and discussion
4.1. Overall sound radiation patterns and direct waves

A total of five cases was simulated in DNS, and the dependence on the frequency and
the Mach number was investigated. Parameters of each case are tabulated in table 2.
In the following, the instantaneous pressure contours, the ray trajectories, and the
corresponding pressure amplitudes are presented in polar plots, where the results of
DNS are compared with the theoretical predictions for all three types of waves.

Figures 5-7 show the low-frequency case (Case A, see table 2). At lower angles
(toward downstream) except on the wall, DNS and the asymptotic expressions for
the direct waves agree very well. However, the amplitude peak appears somewhat
beyond the critical angle, and this peak tends to shift toward the higher angle side
as the distance increases. Moreover, the peak amplitude is obviously less than the
prediction of the low-frequency limit. As seen in figure 7, the low-frequency limit
predicts fairly large amplitude even beyond the critical angle. The DNS seems to
show this transition although the result is still close to the high-frequency limit.
Recall that in differentiating the phase part of the acoustic disturbance, a factor
of 2n comes out, and the actual factor becomes comparable to unity in Case A
(2nopL/A = 1.571). Therefore, it is conceivable that sound radiation patterns do
not follow the low-frequency limit except at extremely low-frequencies in real flows.
Such a case was not performed in this study due to its high computational cost.
Furthermore, note that the amplitude beyond the critical angle at low-frequencies is
very sensitive to the acoustic impedance & (see the denominator in (2.7)). As seen
in figure 4, as the angle increases, the impedance substantially increases; hence, the
amplitude at a higher angle tends to be suppressed. In reality, the next-order terms
in € would become more appreciable. In addition to direct waves, weak channelled
waves and diffracted waves can be also observed in figure 5. These waves are discussed
later.

Figures 8-10 show the intermediate-frequency case (Case B). As the frequency
increases, the peak angle approaches the critical angle. The apparent peak angle of



Green'’s functions for a source in a boundary layer 149

ey 7547 //

)
76 s R
N s 8y
45 3
s (-] 2
2R 3 /
- (-3 y ,j//§ =
0 ° 2 2N)\)\nl ol alaklalaa
-10 -5 0 5 10

FIGURE 5. Pressure field at low-frequency, Case A (M, = 0.8 and 4/dp. = 4.0). Instantaneous
pressure contours at time ¢ ~ 19 are shown. Contour level: 0.999p,—1.001p,, with intervals of
2.5 x 107p,,. , the limiting ray, and O, the points where the data were taken (at Ro ~ 104) to
evaluate the amplitude (figure 7). Shaded region depicts the sponge boundary.
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FIGURE 6. Ray trajectories at low-frequency, Case A. The eikonal equation was solved based on
the initial velocity profile. The temperature variation was ignored.
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FIGURE 7. Pressure amplitude directivity at low-frequency, Case A. Pressure amplitude normalized
by +/Ro (observer position Ro =~ 1041) is shown in a polar plot: — — —, low-frequency limit of direct
waves; ——, high-frequency limit of direct waves; ---, high-frequency limit of diffracted waves;
— - —+ —, channelled waves; O, DNS result corresponding to figure 5. (After time t = 17, pressure

histories were recorded during two time periods at 60 observer points.)
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FIGURE 8. Pressure field at intermediate frequency, Case B (M., = 0.8 and 1/dp;. = 1.0). Instan-
taneous pressure contours at time ¢ ~ 26 are shown. Contour level and notation are the same as
figure 5. The data were taken at Ro ~ 151 to evaluate the amplitude (figure 10).
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FIGURE 9. Ray trajectories at intermediate frequency, Case B. The procedure is the same as
figure 6.
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FIGURE 10. Pressure amplitude directivity at intermediate frequency, Case B. Pressure amplitude
normalized by /Ro (observer position Ro ~ 151) is shown in a polar plot. Notation is the same as
figure 7. Pressure histories were recorded after time t = 24.
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DNS in figure 10 is greater than the critical angle since the boundary layer has a finite
thickness. Moreover, the peak amplitude is smaller than the theoretical prediction;
nonetheless, the nature of the directivity pattern is close to the high-frequency limit.
Note that the prediction of diffracted waves is based on a far-field asymptote which
agrees better as the distance from the limiting ray becomes larger. Hence, the results
for diffracted waves obtained from DNS do not follow the high-frequency limit near
the critical angle.

Figures 11-13 show the high-frequency case (Case C). The computational domain
is not large enough to evaluate the far-field asymptotes, but the radiation pattern
of direct waves is very similar to the intermediate-frequency case (Case B). Since
the boundary layer thickness is more appreciable, the structure of channelled waves
becomes irregular compared with the previous cases (Cases A and B). Furthermore,
diffracted waves become more noticeable as the frequency increases, and their radia-
tion patterns clearly appear as general plane waves.

To observe the Mach number dependence, two additional Mach number cases
(M, =0.3 in Case D and M, = 1.2 in Case E at the intermediate frequency) were
simulated. The results of Case D are presented in figures 14-16. As the free-stream
Mach number decreases, the critical angle becomes higher and the peak amplitude
decreases. The results for DNS and the high-frequency limit agree fairly well except
very close to the critical angle. Near the critical angle, the directivity obtained from
DNS does not form a sharp peak. This phenomenon commonly occurs in Cases B,
C and E. The behaviour near the critical angle is discussed later.

In contrast, the results of the high Mach number case (Case E) are presented in
figures 17-19. One can see that a large amount of acoustic energy is focused near the
critical angle. Figure 19 shows that the low- and high-frequency limits nearly collapse
to the critical angle and the peak becomes very sharp compared with the lower Mach
number cases. Here, the limiting angle defined by the low-frequency limit is identical
to the Mach angle (arcsin(1/M.,,)). As described in Appendix A, the critical angle of
the high-frequency limit also asymptotically approaches the Mach angle as the Mach
number increases.

In this study, since the size of the computational domain is limited, the peak angle
of the DNS results and the asymptotic limits do not perfectly coincide. Although the
distance of the observer positions relative to the acoustic wavelength was taken to be
sufficiently large (Ro > 1), the effect of the boundary layer thickness was still large,
particularly in Case C (Ro = 70p1). Therefore, the peak amplitude appears somewhat
beyond the critical angle in DNS. Figure 20 depicts the directivity patterns at different
distances of the observer positions. It demonstrates that the peak approaches the criti-
cal angle as the distance from the source becomes longer. If one could extend the com-
putational domain, the DNS data should agree better with the high-frequency limit.

Another discrepancy in these comparisons is the behaviour near the critical angle.
All polar plots commonly show that the sharp peak predicted by the high-frequency
limit is considerably smeared and the peak amplitude tends to be smaller in the
DNS. Recall that the wavenumber in the vertical direction can be expressed by

k, = \/n2(y) — k2, which approaches zero near the wall for the rays propagating close

to the critical angle. Therefore, it is considered that the high-frequency limit fails in
this region. As a result, the amplitude near the critical angle becomes smaller than
the theoretical prediction. Note that the viscous effect hardly affects this roundness
discrepancy: figure 21 shows that even if the Reynolds number is doubled, the
directivity pattern remains very similar.
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FIGURE 11. Pressure field at high-frequency, Case C (M, = 0.8 and 1/, = 0.25). Instantaneous
pressure contours at time ¢ & 40 are shown. Contour level and notation are the same as figure 5.
The data were taken at Ro ~ 28/ to evaluate the amplitude (figure 13).
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FIGURE 12. Ray trajectories at high-frequency, Case C. The procedure is the same as figure 6.
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FIGURE 13. Pressure amplitude directivity at high-frequency, Case C. Pressure amplitude normalized
by +/Ro (observer position Ro ~ 281) is shown in a polar plot. Notation is the same as figure 7.
Pressure histories were recorded after time t = 38.
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FIGURE 14. Pressure field at low Mach number, Case D (M., = 0.3 and 1/dp; = 1.0). Instantaneous

pressure contours at time ¢ &~ 26 are shown. Contour level and notation are the same as figure 5.
The data were taken at Ro ~ 154 to evaluate the amplitude (figure 16).
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FIGURE 15. Ray trajectories at low Mach number, Case D. The procedure is the same as figure 6.
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FIGURE 16. Pressure amplitude directivity at low Mach number, Case D. Pressure amplitude
normalized by /Ro (observer position Ro ~ 151) is shown in a polar plot. Notation is the same as
figure 7. Pressure histories were recorded after time t = 24.
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FIGURE 17. Pressure field at high Mach number, Case E (M., = 1.2 and 1/dp; = 1.0). Instantaneous
pressure contours at time t &~ 26 are shown. Contour level and notation are the same as figure 5.
The data were taken at Ro ~ 15/ to evaluate the amplitude (figure 19).
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FIGURE 18. Ray trajectories at high Mach number, Case E. The procedure is the same as figure 6.
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FIGURE 19. Pressure amplitude directivity at high Mach number, Case E. Pressure amplitude
normalized by /Ro (observer position Ro =~ 151) is shown in a polar plot. Notation is the same as

figure 7. Pressure histories were recorded after time t = 24.
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FiGURE 20. Directivity patterns at different observer distances in Case C. Flow conditions are the
same as figure 13. Symbols are computed by DNS: @, Ro = 204; +, Ro = 244; and O, Ro = 284
— — — denotes the direction of the peak angle in the high-frequency limit. The rest of the notation
is the same as figure 7.
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FIGURE 21. Directivity patterns at two different Reynolds numbers (M., = 0.3). Flow conditions in
one case (denoted by O for DNS and thicker lines for the asymptotes) are the same as figure 16
(Case D, Re = 3750). The other case (denoted by * for DNS and thiner lines for the asymptotes) is
the same flow conditions except that the Reynolds number is doubled (Re = 7500). The rest of the
notation is similar to figure 16.

4.2. Channelled waves and diffracted waves

Figures 22a—e compare the amplitude of channelled waves between the DNS and
the theoretical predictions. As mentioned before, the numerical integration indicates
that only one normal mode with a purely real k,, exists for each case under the flow
conditions studied here. The results show that a single normal mode predicts the
eigenmode shape and its amplitude fairly well. These shapes become thinner as the
frequency increases. They also become thinner and their peaks become higher as
the Mach number increases (although figures 22b and 22e depict very similar mode
shapes).

As mentioned in Appendix E, direct waves penetrating the boundary layer cause
interference with channelled waves, and this phenomenon makes it difficult to extract
the eigenmode shape of channelled waves. In fact, due to the overestimate of the cross-
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FIGURE 22. Pressure amplitude of channelled waves (a) at low-frequency, Case A (M., = 0.8 and
A/0p1 = 4.0); (b) at intermediate frequency Case B (M, = 0.8, 1/63. = 1.0; (c) at high frequency
Case C (M, = 0.8, A/opr = 0.25); (d) at low Mach number, Case D (M,, = 0.3, 1/0p;, = 1.0); (e) at
high Mach number, Case E (M, = 1.2, 1/dp; = 1.0) , Theoretical prediction; O, DNS result;
@, the region in which the amplitude of channelled waves cannot be evaluated by DNS.

correlation terms in (E 8), the eigenmode shapes away from the wall become negative
(denoted by e). Table 3 compares the wavenumbers of direct waves and channelled
waves, showing that they are very similar at the low-frequency (Case A). Therefore, the
interference pattern cannot be accurately captured in the computational domain, and
the normal mode shape was calculated by simply taking an average in x € [3.6,10.4].
On the other hand, the intermediate-frequency cases give reasonable length periods
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Case  kSH k2R Predicted period Period from DNS
A 0.590 0.556 294 Not measurable
B 0.782 0.556 442 4.8
C 0916 0.556 2.78 (~4.0)

D 0.892 0.769 8.13 8.1
E 0.710 0.455 3.92 4.5

TaBLE 3. Comparison of several properties for channelled waves. Eff denotes the wavenumber of
channelled waves computed using (E 1), and IEQ:{:O that of direct waves calculated setting ¢ = 0 in

(2.8). The fourth column ‘Predicted period” denotes one length of period for the interference pattern
given by 1/(k{ — kPR ), and the fifth column denotes that from the DNS data measuring from

Xp=0
peak to peak.
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FiGURE 23. Fourier coefficients of the pressure amplitude square in the wavenumber domain in
Case C. Absolute values of Fourier coefficients in the sampled interval (in the x-direction) are
plotted. The zeroth mode corresponds to the constant (auto-correlations in (E 8)), and the second
(lower mode) and the fourth (higher mode) modes indicate that there exist at least two interference
patterns in this case.

(two periods were sampled for Cases B and E, and one for Case D); as a result, the
theoretical predictions and the DNS results agree fairly well. At the high frequency
(Case C), the amplitude in the wavenumber domain indicates that at least one more
mode should exist (see figure 23). Referring to their wavenumbers in table 3, the
lower peak (second component in figure 23) seems to be an uncaptured interference
mode. Remember that only the mode with a purely real k., is analysed in this study
(although the authors could not find any other normal mode with a complex ki, ),
and the governing equation is assumed to be inviscid. It is conceivable that another
normal mode that is slowly decaying, such as a viscous mode, is contaminated in the
channelled waves; therefore, the theoretical prediction does not perfectly agree with
DNS in the high-frequency case, as seen in figure 22c.

One can see that the interference patterns in the intermediate-frequency cases
(Cases B, D and E) are generated by direct waves and channelled waves, but the
length of periods do not exactly coincide with the theoretical predictions. If one
calculates the periods of the interference patterns based on the waves-numbers of
direct and channelled waves (see table 3), the theoretical predictions tend to be shorter
than the DNS results. Since, within the boundary layer, direct waves are convected
slower than in the free stream, their wavelength in the x-direction near the wall is
compressed downstream. Remember that the wavenumbers of direct waves calculated
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FIGURE 24. Pressure amplitude of diffracted waves at low-frequency, Case A (M,, = 0.8 and
A/0sr. = 4.0); (b) intermediate frequency, Case B (M, = 0.8, 1/dp, = 1.0); (¢) high frequency,
Case C (M., = 0.8, /05, = 0.25); (d) low Mach number, Case D (M, = 0.3, 1/dp;, = 1.0); (e) high
Mach number, Case E (M, = 1.2, 4/65;. = 1.0). Asymptotic formulas: LY =0; — — —,
Z* — o0; O, DNS result.

in table 3 assume the boundary layer thickness to be infinitely thin. Thus, the periods
of the interference patterns tend to be longer in the DNS.

Figure 24 compares the pressure amplitude of diffracted waves between the DNS
results and the theoretical predictions. Figure 24(a) depicts that at the low frequency
(Case A), the DNS result becomes considerably larger than the analytical predictions
based on both Neumann (£ =0) and Dirichlet (|Z] — c0) boundary conditions.
But, as figures 24 b,c (Cases B and C) show, when the frequency increases (with a
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Case Asymptotic formula Numerical integration
A —1.258 —10.447 —1.282 —10.347
B —1.102—-10.177 —1.109 —1 0.161
C —1.041 —10.070 —1.042 —1 0.068
D —1.053 —1 0.092 Does not converge
E —1.134 —10.232 —1.145 -1 0.204

TaBLE 4. Comparison of the wavenumber k, between the asymptotic formula (2.41) and the
numerical integration (E 1).

fixed Mach number), the DNS results agree fairly well with the predictions based on
the Neumann boundary condition. Since the acoustic impedance becomes finite on a
viscous wall as discussed in § 2.5, the decay rates of DNS are expected to be somewhere
in between these two asymptotes. However, the actual results are even slightly slower
than the prediction based on the Neumann boundary condition. Therefore, it is
deduced that at low frequencies, the decay rate is slower than that predicted by the
high-frequency asymptotic formula (2.41). Accordingly, this frequency dependence
totally overcomes the effect of non-zero acoustic impedance.

This point is clarified by comparing the complex k, obtained from the high-
frequency asymptote (2.41) and from the numerical integration (E 1) (see Appendix E).
These values are shown in table 4. Based on the asymptotic formula, the complex
wavenumbers k, are predicted quite well; however, in Case A the decay rate (—Im[k,])
is over-predicted compared with the numerical integration. Therefore, it is fair to
conclude that the actual decay rate of the diffracted waves tends to become slower
than the high-frequency asymptote as the frequency decreases.

In terms of the Mach number dependence, the series of figures 24 b, d, e shows that as
the Mach number increases, the decay rate of diffracted waves becomes greater. In the
supersonic case (figure 24e), the DNS result deviates considerably from the theoretical
prediction although there is no difference in the theoretical formula compared to the
subsonic case: the amplitude part becomes far smaller, and the decay rate becomes
slightly slower. In fact, table 4 demonstrates that the high-frequency asymptotic
formula over-estimates the decay rate in Case E. It should be emphasized that when
(2.41) is derived, the interval of the integration y € [y*,0] is assumed much longer
than the acoustic wavelength and 7> — k? to be small due to the high-frequency limit,
and the parabolic fitting is used. However, as 1> —k?2 increases, its variation during the
interval needs to be precisely calculated. Note that knowing iy = 1, the deviation from
k, = —1 indicates the magnitude of the second term in (2.41). Thus, the asymptotic
expressions for Case E as well as Case A provide worse estimates of the decay rate.

Finally, to provide an overview of the modes of channelled and diffracted waves, the
normalized wavenumbers, k., are plotted in the complex plane. Figures 25 and 26 rep-
resent the frequency and Mach number dependence of the wavenumber, respectively.
These values were computed based on numerical integration (E 1), and the values
at the high-frequency limit for diffracted waves (2.41) are also shown for reference.
Figure 25 indicates that as the frequency becomes higher, the wavenumber of chan-
nelled waves approaches k, = 1, while that of diffracted waves approaches k, = —1,
decreasing its imaginary part. Likewise, figure 26 indicates that as the Mach number
decreases, a very similar tendency appears. As expected, as the frequency increases
or the Mach number decreases, the effect of the mean flow asymptotically becomes
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FIGURE 25. Frequency dependence of the wavenumber. Complex wavenumbers k, of channelled
waves and the first mode of diffracted waves are plotted. O, computed based on numerical integration
(E1), and @, calculated using the high-frequency asymptotic formula (2.41).
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FIGURE 26. Mach number dependence of the wavenumber. Notation is the same as figure 25.
The wavenumber of diffracted waves for M = 0.3 could not be computed based on numerical
integration.

negligible. Furthermore, it is consistently illustrated that the analytical predictions of
diffracted waves deteriorate as the imaginary part of k, increases.

Note that although these comparisons show fairly reasonable results, the accuracy
of the acoustic impedance in the DNS is uncertain. From table 2, the number of the
grid points within the length scale of the vorticity (or entropy) mode is about 3-6 (see
figure 27, for example), which is not sufficient to resolve these disturbance scales. To
accurately assess the acoustic impedance model, finer mesh spacing may be necessary,
which is able to resolve the mode coupling on a viscous wall as described in §2.5.

5. Conclusions

Regarding direct waves, the high-frequency asymptotic Green’s function approx-
imates the DNS results best except for the low-frequency case (1/dp. = 4.0 and
M, = 0.8). At a low frequency the amplitude peak appears somewhat beyond the
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FIGURE 27. Comparison of the length scales in Case B. The length scales of the vorticity and entropy

modes are illustrated. The Gaussian source distribution for DNS (exp(—(x2 — x2,)?/263/+/27063))
in the vertical direction is plotted at every grid point.

critical angle. To simulate the radiation pattern of the low-frequency limit in DNS,
the forcing frequency needs to be further decreased.

To analyse channelled waves, an adjoint operator of the transformed third-order
convective wave equation is introduced by imposing the mixed-type boundary con-
dition, and the corresponding inner product is defined. Based on the normal mode
decomposition, the shapes and magnitudes of the eigenmodes in DNS are successfully
predicted. Note that this method is potentially applicable to various types of acoustic
problems in two-dimensional transversely sheared flows.

In the shadow zone, diffracted waves are formulated in the high-frequency limit,
and the comparison with DNS agrees fairly well based on the Neumann boundary
condition. The results also show that as the frequency decreases or the Mach number
increases, the actual decay rate of diffracted waves becomes slower than the high-
frequency limit.

Thus, the expressions for Green’s functions in a boundary layer are well established,
and they should improve the physical understanding of sound radiation from noise
sources near the wall. The extension of these formulas to multipoles and moving
sources for practical use is relatively straightforward (refer to Suzuki 2001). In terms
of far-field noise radiation, the high-frequency limit of direct waves should be able
to predict the directivity fairly well. However, the comparison with the DNS results
implies that the amplitude may be over-estimated, especially near the peak angle.
Therefore, more detailed analysis near the critical angle may be required for accurate
prediction. Regarding the interior noise, the DNS results indicate that channelled
waves should be dominant inside the boundary layer, particularly at high-frequencies;
moreover, their decay rate is slower than that of direct waves. This implies that the
pressure fluctuation on the wall is strongly influenced by the upstream disturbances.
Thus, one may need to include a large domain in the upstream direction to predict
the interior noise due to turbulence near the wall.

It should be mentioned that these analyses are based on laminar boundary layer
profiles. However, the asymptotic formulas (low- and high-frequency direct waves and
high-frequency diffracted waves) are independent of the mean velocity profile. There-
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fore, these formulas are expected to be valid even for turbulent velocity profiles as
long as the turbulent length scale is reasonably smaller than the acoustic wavelength.
(Note that since the boundary layer thickness in this study is defined based on the
velocity gradient on the wall, it becomes thinner as the velocity gradient on the wall
becomes steeper.) Of course, when the acoustic wavelength becomes comparable with
the turbulent length scale, such as the eddy scale, significant sound scattering should
occur and the theoretical prediction would be no longer valid. Regarding channelled
waves, the eigenmode shape becomes broader as the frequency decreases; therefore,
it is similarly expected that the mean velocity profile of turbulent flows should give
a reasonable estimate for channelled waves at low-frequencies. Likewise, the effects
of the spreading rate of the boundary layer also need to be investigated for practical
use.

The authors would like to thank Professor Joseph B. Keller for many useful sug-
gestions. We gratefully acknowledge the financial support by NASA Ames Research
Center (grant number NCC-255 and NAG 2-1373).

Appendix A. Critical angle

As described in §2.2, direct waves cannot propagate beyond the critical angle in
the high-frequency limit. In the expressions for the high-frequency Green’s functions
(2.14) or (2.15), one of the terms in the denominator, ((7i;)* — (k})*)'* or ((i})* —
(k%> — (k¥)*)'/4, can vanish. When the source is located very close to the wall, one
can assume 7, = 1. Hence, the denominator vanishes when

- 1 cos ¢

ky=———|—M,+ ~ 1. (A1)
> —_ A2
=M 1 — M2 sin® ¢
This gives
7 — arcsin 1= (Mg, + Mo — 1) 0< M < Msh
1—M2(M2+M,— 172" =~ %
¢cr = (A 2)

- 1— (M2 4+ M, —1) high
arcsin l\/l —Mozo(;/fé M. 1| Ml < M.

Here, Maf" = (/5 —1)/2 ~ 0.618. Note when M., — oo, the critical angle asymptoti-
cally reaches

. ) 1
Mlillloo ¢. = arcsin (M) , (A3)

which is identical to the Mach angle. Equation (A 2) was used to draw the lines for
the critical angles in the figures showing instantaneous pressure contours.

Appendix B. Normal mode decomposition for the temporal problem

As discussed in §2.3 for channelled waves, the conservation form (2.26) includes
an inconvenient boundary term for a temporal problem. In general, one substitutes
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arbitrary disturbances into IT,, and a certain known normal mode into IT, so that
the nth mode can be extracted. However, the boundary term
oIl oI} dM oIl
ot ot dy ox 0

remains if one tries to solve a temporal problem using (2.26). To produce a suitable
boundary term, modify the ‘inner product’ by adding a boundary term to it. Thus,
(2.26) can be rewritten as follows:

0 e 2777 i
/ Hy:r [g(wma kxln)Hm] dy +/ Hm [gT(wm kxn)H;;r] dy - Hm a Hn + M 517,,
0 0 0tdy dy ox /
0 - + oIt i A +
- _ n B
o l/o J),11,)dy (H'"ay >y0 + ax/o J.(I1,),1,)dy, (B1)

where I, [T}, &, 7, J,, and J, are as defined in §2.3. As seen in (B 1), the boundary
condition for IT is still the same as (2.25),
oIl ke dM 4

L=3-—1JI.
oy w, dy "

Thus, in the temporal problem only the first term on the right-hand side remains,

. - oIl
l(wn - wm) Jt(HnaHm) dy — | y—— =0, (B 2)
0 dy y=0

and the problem can be solved using the same method as described in §2.3.

Appendix C. Derivation of the viscous boundary conditions with a high
free-stream Mach number

To derive appropriate viscous boundary conditions with a high free-stream Mach
number, first the derivation of the viscous boundary conditions with no mean flow is
revisited (refer to Pierce 1989); subsequently, these boundary conditions are extended
to a highly sheared mean flow using an asymptotic analysis. Recall that it is assumed
that Reg.’” < min{|4/dp.|,|85./4} in this derivation.

To find the solution for each disturbance mode, follow the derivation of the so-
called ‘Kirchhoff’s dispersion relation’ (Kirchhoff 1868) retaining the mean velocity in
the x-direction (denoted by U,). Accordingly, the linearized Navier—Stokes equations
can be rewritten as

2=, (1)
o (B +a )+ L —fan S L) (€2
p]?)itty-l—g;i:u{Aﬁy-l—;;}(V-ﬁ)}, (C3)
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where D/Dt = 0/0t+ U,0/0x, and quantities with a hat represent small disturbances.
Here, the ideal gas law is used, and the mean velocity is assumed to be parallel and
purely transversely sheared. But the rest of the mean quantities, such as p, p, T, p,
etc., are assumed constant everywhere. Furthermore, assume that each quantity can
be expressed in the form ~ f(y)e @ ¥ After some algebra, (C1)~(C4) can be
rewritten as the following equation system:

a’ C 4 p a’ C 2k, C, 0U
_7A/\ 4 1_7 A S A D A o x“p X,\v=
o s—i—lQ [ 13—10Q ](V i) o8 [ 1—9 (V u)] 1 @ oy u, =0, (C5)
o, o[ .Cpo . 1uC, 0 . .QC, TR
_ . _ o) — 1— A —
oy [ o u)] 3 oy DT Dol h=0 (€0
: VK A ~(’})_1)K .Cp A
1— Al §— A =i=2(V -
[ e, ]S "pac, { oV
w 00U, | 0 . . =
- — (V&) — Ay, — 2k20,| =0,
kepQT 0y {6y(v ) — Ally = 2kyity | =0, (CT)

where Q@ = w — k, U,.

To estimate the order of each term, first consider a quiescent flow; namely U, =
0. In this case, simply follow Pierce (1989): dU,/dy =0 and Q is replaced by
o. Accordingly, d/dy can be simply replaced by ik,. By defining €, = iuw/pa?,
€ = ikw/pa®Cy, X = d?|k|* /0%, Y = iak,/w, d = —iC,/w(V - &), and §, = —iC,/ail,,
system (C 5)—(C7) in a quiescent flow can be expressed as

(1+7e.X)5+ (y — e Xd =0, (C38)
Xs—(1—X+ie,X)d =0, (C9)
Y§+(1—te)Yd+(1+e€.X)h, =0 (C10)

When this simultaneous equation system has a non-trivial solution, its determinant
must be zero; namely

(14 e, X)[ec($ye, — DX* — (1 — e, —ye )X + 1] = 0. (C11)

This is called ‘Kirchhoff’s dispersion relation’ (Kirchhoff 1868). One obvious solution
to (C11) is X = —1/e,, which is referred to as the ‘vorticity mode’. The other
two solutions can be approximately computed assuming |e,|, |e,] < 1 (the orders
of €, and ¢, are the same, denoted by e in this section, which is different from
the one defined in §2.1): X =~ —1/¢,, which is called the ‘entropy mode’; and
X =~ 1, the ‘acoustic mode’. Notice that two dispersion relations, for the vorticity and
entropy modes, are the same order (X = O(e™!)), and that of the acoustic mode is
X =0(1).

Next, extend this previous theory to a shear flow. Notice that ¢/dy and Q do not
commute in such a case. To rewrite the equation system (C5)—(C7), the following
relations are useful:

—i%Y(V-ﬁ) =(Y =T)d, (C12)

—i%X(V-ﬁ) =(X+2T'Y + 2)d, (C13)
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where
a0 p__a0@ . a0
Q oy’ o Q20y’ Q3 0y’
Note that the operators X and Y are not independent of each other. Thus, the
equation system in a shear flow can be written as

d

a’ .C .
X = _EA’ Y = —1§p(V - 1).

(1 +7e.X)8+[(y — Ve X +2e, Ly (Y +T Nd + 2, 77" (X —2y)9, =0, (Cl4)

Xs—(1—X+ieX +3eI'Y +4e,2)d+2I0, =0, (C15)
YS+(Y —le, ¥ +Le, M)+ (1+€.X)h, =0, (C 16)
where y = a’k2/Q? and 9, = —i(C,/a)ii,. Here, consider the dimension of each term.
I~ Mjoa2 N Mw)»’
®?/0p1, OBL

which is common in all modes. In this analysis, assume both M = O(1) and 4/, =
O(1); accordingly, I' = O(1). Likewise, y = O(1) and X = O(1). In the acoustic mode,
since X = O(1), then ¥ = O(1) from the previous analysis; hence, one should expand
each term in terms of ¢ to asymptotically solve this equation system. However, in
the vorticity or entropy mode, X = O(e~!) leads Y = O(e~'/?). Therefore, one should
expand each term in terms of €!/? in these modes.

First, to solve the acoustic mode, expand each term as follows:

§%§0+€§1+€2§2+"‘, cfz 6§0+€6il+€2dAz+"', ﬁy %§0+€Gl+€2\72+"', (C17)
and
X~Xo+eX +e¥Xo+, YaYo+eV +Y 4, (C18)
The leading terms of the equations (C 14)—(C 16) then consist of
S0 =0, (C19)
XoSo — (1 — Xo)do + 2T $ = 0, (C20)
Yoo + Yodo + 9o = 0. (C21)
This equation system yields the following dispersion relation:
(Xo— 1)do — 2T Yody = 0, (C22)
S=0 and 9 =—"Yodo. (C23)

Now, the second lowest terms of the acoustic mode provide O(¢e), which is smaller than
the second lowest terms of the vorticity or entropy modes (= O(e'/?)). Accordingly, the
rest of the terms in the acoustic mode (associated with viscous and heat conduction
effects) are ignored here. As a result, the following conditions are satisfied:

s kdUJOy 0 5 Q.
Ad+225 XY C 44 fa 24
d+2==g=ad+ sd=o, (C24)
~ac Adc i . 1 A AdC
“on0, T~L ) pen op (C25)

oG, " ey
In fact, (C24) is identical to the third-order wave operator shown in (2.2).
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On the other hand, to derive the relationships for the vorticity and entropy modes,
each term must be expanded in terms of €/?: § ~ § +€'/%§ + €6+ 3 X =~
e ' Xo+e 12X+ Xo+; Y2 2Yg+ Y, +€/2Y,+---; and so on. The leading
terms yield

[1+ p(e/€)XolSo + (7 — D)(ex/€) Xodo + 2(e, /)T 1~ XoPo = 0, (C26)
Xodo 4+ Xodo =0, (C27)
YoSo + Yodo = 0. (C28)

As observed in a quiescent flow, the solution corresponding to the vorticity mode is
So + do = 0; hence, [1 + (e./€)Xoldo = 2(eu/€)T 7' XoPo, while the solution to the
entropy mode is $ —{—ch =0, o =0, and Xy = —e/¢,. Subsequently, the second lowest
terms in the vorticity mode consist of

[1+ p(en/€)X0l81 + (7 — Dle/e) Xody + [—(ec/€) X1 + 2(e,/e)T 1 Y oldy

+2(eu /) Xoby + 2e,/e) 3 X 19 =0, (C29)
Xo$1 + Xod; =0, (C 30)
Y81 + Yod; + [1 + (e,/€)Xo] o = 0. (C31)

Hence, (C 30) and (C 31) derive §; + d; =0 and X, = —e/e€,. As a result, the leading
order in the vorticity mode yields

So+do=0, [1—(ec/e)]do+2T 5% =0. (C32)
They can be rewritten using the physical quantities as follows:
. A .T woors o T
ﬁvm ~ 0’ T ~ li(v . uLOI) ~ I—Au“", (C 33)
Q a 7
where
_2pPr 1 dU,
1 —Prak, dy

and p*" is obtained from §°" + d*" ~ 0 and continuity.
Similarly, the second lowest terms in the entropy mode consist of

A 7 — 7 6 —1 A
(1 =73 — (7 = Dy + [—(ex/€) X1 + 2(e, /)T 1" Y o]dy — 2:““{ 91=0, (C34)

1 A
—:(§1 +d1) =0, (C35)

Yo$i + Yod;, = 0. (C 36)
Hence, (C35) and (C 36) also give §; +d; = 0. However, (C 34) gives only —e.X1do +
2e, I X*I[Yoaio — (e/e,)¥1] = 0. Notice that ¥, appears to be the leading order despite
¥ = 0. Expanding further higher terms for the entropy mode to close the leading
order, one can eventually obtain ¥; = (e,/ e)Yocfo; consequently, the effective leading
order yields

So+do=0, (ec/€)Yodo— 1 =0. (C37)
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Likewise, the conditions of the entropy mode can be expressed by

aent Trent ~ 1 T . ent aent K aT()m
=0, T ~1Q(V a"), i ~pCpT ay
Comparing the solutions at the leading order between a quiescent and a shear flow,
one can notice that a temperature disturbance as well as that of entropy are invoked in
the vorticity mode. In addition, the dispersion relation of the acoustic mode changes
to the convective wave operator. On the other hand, the entropy mode remains the
same.

To further simplify these relations, use the following approximation. Knowing
Y = O(e7'/?), the orders of the transverse and horizontal derivatives in the vorticity
and entropy modes can be estimated as follows:

(C38)

>SN~ (C39)

Therefore, the 9?/0x? term included in X (= —(a?/Q?)A) can be ignored. As shown in
Pierce (1989), define the characteristic length scales of the vorticity and entropy modes

as Lo = /2u/wp and L, = \/2k/0pC, (= lor/Pr'/?), respectively. Consequently,
the dispersion relation of each mode can be replaced by the following transverse
derivative:

0 vor ) a ent .
(6y> ~ (1= )/h, (ay> ~ (1= i)/l (C40)

Now, the boundary conditions for a non-slip wall and an isothermal or adiabatic
wall are expressed as

ﬁac + ﬁvor + ﬁent — O, (C 41)

P 'f“ac P ,IA_,mr o rf-vem
=0. C42
dy + ay + dy ( )

Assuming [0/0y| > |0/0x|, differentiate (C41) in the horizontal direction; subse-
quently, substitute (C 33) and (C 38), and simplify it using (C 24), (C25), and (C40):

VH . ("l\l‘,‘lc + ﬁi‘,“or + ﬁﬁl’lt)

o Q.. 1—i oA 1—i Q.
~ — y + liﬁac + < lﬁL‘Or _ 17 TL‘OI> + ( la;nt _ 17 Tel‘ll>
P T

’IA"(I(T + ’f"l)()r + ’IA"(’nl — 0, or

ay lL‘OI‘ y T luor
1 [k oUgcope . d—ifa 1+i Troer

A~ i (2 —k2p) — = o, . 4
e (Q dy 0y k*”) Toor <A+ 2 b ) T (4

On the other hand, the vertical component of the velocity becomes

IS N BN E GP i
T P pQ oy A4 T  pC,T dy

Here, one lower-order term (O(e)) is eliminated. For an adiabatic wall, directly
substituting (C 40) into (C 44), combining (C 43) with it, and referring to the definition
of Z in (2.4), the non-dimensional form of the acoustic impedance for an adiabatic
wall yields

(C44)

P et 1+%(_1+i)w/11‘§m/l‘w -
@ 2 L LA+ wdl, (1= [(1 — Pr)/2Pr]k2)

(C45)
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Likewise, substituting (C 40) into (C44), the acoustic impedance for an isothermal
wall becomes

ist _1 - 1(0(? - l)l_ent(l + %(1 + i)(UAl_vor) + l_vorlz;z((l + %(1 + i)CUAI_em)
@ 2 7 1+ L+ Dol k(2P /(1 — Pr) — kK2)(dM /dy)war

Here, the superscripts adb and ist denote adiabatic and isothermal, respectively.
Remember that the acoustic wavelength A is chosen to be the length scale and the
speed of sound a to be the velocity scale to non-dimensionalize the expressions above.
Hence, for example,

A I LWL
vor — nReac’ ent — TCPrReac’ - 1— Pr (UEX dy wall ,

and so on. (Also note that k, = wk, where w = 2r.) In these final results, Q is replaced
by o since the mean velocity on the wall is zero. As expected, when the Reynolds
number increases, the length scales, fvor and fen,, become shorter; subsequently, the
acoustic impedance & decreases. In particular, the shear flow correction terms 4 (and
(1/k)(dM /dy)yai) become fairly small at moderate Reynolds numbers; hence, the
acoustic impedance is almost the same as that in a quiescent case. One also notices
that the acoustic impedance depends on the angle of plane waves, namely the position
of the observer. The corresponding observer angles in the far field are given by (2.8)
or (2.10) and (2.11). To compare the theoretical predictions for direct waves with the
results of DNS, the impedance for the adiabatic wall (C 45) was used for the analytic
predictions.

In three dimensions the energy equation corresponding to (C4), accordingly, (C7)
becomes more complicated. Hence, the modification of (C45) or (C46) may not be
straightforward. Nonetheless, at the leading order they should become

(C46)

1—i

7 ~ =0l + k), (C47)

1—i

—5— 010 = Dlens + Lor (k5 + K2). (C43)

These expressions, however, do not include the shear correction terms retained in
(C45) and (C46).

gyist ~ —
23

Appendix D. Viscous dissipation in a uniform flow

Since the Reynolds numbers are not sufficiently high in the DNS, viscous corrections
are included in comparing the DNS results with the asymptotic Green’s functions for
direct waves. Assuming that the energy dissipation mainly occurs in the free stream
and the observer positions are far enough away so that the plane wave approximation
is valid, a method to correct the viscous dissipation (refer to Pierce 1989, for example)
is reviewed.

Starting with the full Navier—Stokes equations, assume the mean velocity U, to be
constant, and neglect all nonlinear terms. Consequently, the non-dimensional form of
the second-order convective wave equation retaining the viscous and heat conduction
terms can be written as

D1 o'l M, (4 y—1\DIN
D2 dx}  Re De

3 Pr (DD

where M, = U,/a,, Re = Uyl/v,, and Pr = u,Cp/k,. Here, the right-hand
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side is implicitly assumed one order smaller; hence, all dependent variables satisfy
D’f/Dt* —0°f /0x7 = 0 at the leading order. Now, decompose the dependent variable
into the Fourier modes; namely, IT ~ exp[—iw(t —k,x —k,y)]. Equation (D 1) can be
then expressed by

—(1 = kM) + ki + ko = ieyoo(1 — ke M.,) . (D2)

M., 4+y—1
€, = = ,
Re \ 3 Pr

where €, < 1. By asymptotically solving this dispersion equation, the following solu-
tion can be found:

_ M\ I =M (1 — kM)
ke~ . Py ook MO 26 (D3
=M Y= —m)R

I 3
b~ -k - i UM
Ja—kM.y -2

One can see that the second terms of both wavenumbers cause exponential decay,
which contribute to viscous dissipation. Therefore, the pressure amplitude decay can
be expressed by

Here

(D 3b)

e, (1 —k M,)? X
Moyt x,y) ~ exp |~ 22 0= KxMoe) X + 2 Goee

4 J1—( =Mk
(D4)

Here, using the expression for the stationary point in (2.8) and comparing it with the

—iwt

leading order of (D 2), one can derive k, ~ sin¢/y/1 — M2 sin® ¢p. Thus, the formula
(D4) is included when Green’s functions for direct waves are evaluated.

Appendix E. Post-processing to extract channelled waves

To calculate normal modes of channelled waves, the following Riccati forms of
the third-order convective wave operator and its adjoint operator were solved by
the standard fourth-order Runge—Kutta scheme based on a steady laminar boundary
layer velocity profile obtained from DNS at x = 0 (see figure 28 for the overall
procedures for the data processing):

‘f; + (Q 25,"?,1/ M ) Q+(n’ —k) =0, (E1)
and i
(0B o (oo B 0 e
with the boundary conditions given by
0(0) =0, Q(0) =—v/n —kg, (E3)
and
00 =35 L Qe =~y — R (E4)
y=0
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FIGURE 28. Flow chart of the date processing to compare channelled waves between the theoretical
predictions and the DNS results.

where Q(y) = A'(y)/A(y) and Q(y) = A" (y)/Af(y). Equations (E 1) and (E2) were
both integrated from y = 0 and y = y,. to the turning point by a shooting
method, and the wavenumbers k,,, were computed by the Newton method. (A similar
procedure was used to compute k,, for diffracted waves using the Newton—Raphson
method.) To calculate the inner products (2.33), the trapezoidal rule (second order)
was used, and the width of the source in the y-direction was taken into account in
the numerical integration.

In the DNS the eigenmode shapes of channelled waves near the wall show some
changes in the x-direction due to the viscous dissipation and the interference with
direct waves in the free-stream (see figure 29). Therefore, to compare the DNS results
with the theoretical predictions, eigenmode shapes were calculated as follows. Refer
to figure 28 for the procedures. (Note that only the low-frequency case, Case A,
was processed by simply taking an average in the x-direction and eliminating the
contribution from direct waves due to the fact that the interference pattern was
longer than the computational domain.) First, the inviscid solutions were considered.
Referring to (2.16), the pressure fluctuation was assumed to be

N
G(2)(x|wa 0, ’7) = Z Am(y) COS(wt - kxmx - (xm)- (E 5)

m=1
Here, A,, includes eigenfunctions of direct waves as well as channelled waves. Although
direct waves should have continuous spectrum, it can be approximated by discrete
modes due to the fact that the dominant wavenumber is given by the stationary phase
method, namely (2.8). To take a discrete Fourier transform in time, the following

quantities were computed using the DNS data:

Nfr N

Acos 2
Goy(x,y) = —Nﬂ g cos wt; g An(y) cos(wt; — kX — o)
S

m=1

N
~ Z Apu(y) cos(knx + o), (E6)

m=1
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FIGURE 29. Viscous decay of channelled waves in Case B. Instantaneous pressure profile and its
amplitude taken by the Fourier transform along y = 5 are shown. The thick solid line within the
sampled interval denotes the original profile, and the thick dashed line denotes the profile excluding
the interference mode. The thin line denotes the least-square approximation after the direct wave
contribution is eliminated. (It is not a straight line in this figure because the line is defined in the
pressure square domain.)

Nf,

N
ri 2 .
Gi(x,y) = N ; sinwt; Y An(y) cos(@t; — kunx — o)

m=1

N
~ Z Ap(y) sin(kypx + o). (E7)

m=1

In this study, Ny, was chosen to be = 2", where n € N, and the sample time was set to
be an exact multiple of the period at the forcing frequency with equal time intervals
so that the second equalities of (E 6) and (E 7) were exact. Consequently, the square
of the amplitude field was calculated as

N
A 2 _ 1 Acos|2 Asin |2 2
Gyl = G+ 1GHIP =) Ax(y)
m=1
N

+ D 240, (1) A () cOS[(kam, — Km, )X + (o, — 2,1 (E8)

my#Emy

Here, the second summation corresponds to the interference part. Among these terms,
it was assumed that the interference between the normal mode of the channelled waves
(with a purely real k,) and that of the direct waves in the free stream is by far the
largest; accordingly, only three terms survive in (E 8): two auto-correlations and one
cross-correlation of the direct waves and the channelled waves. Next, by observing the
distribution of (E 8) at y = u based on the DNS data, an appropriate spatial interval
for sampling was chosen so that the interference mode was distinguished well (see
figure 29). Subsequently, this profile was converted to the wavenumber space by a
discrete Fourier transform in the x-direction, a mode corresponding to the interference
was eliminated, and the date was recovered by an inverse Fourier transform. Assuming
the resultant distribution only retains the auto-correlations of (E 8), the contribution
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from the direct waves was eliminated based on the high-frequency asymptotic formula
(2.14) (only for Case A, the low-frequency asymptotic formula (2.7) was used). Finally,
the eigenmode shapes were extrapolated to x = 0 based on the least-square method
to recover the viscous dissipation. When the amplitude square was evaluated to be
negative; namely the contribution from the direct waves was over-estimated, it was
depicted by e as shown in figure 22. Strictly speaking, direct waves algebraically fall
off, while the viscous dissipation provides exponential decay. But, assuming these
effects to be relatively small, they were linearly approximated. This process was
repeated for each y, and the normal mode shape at x = 0 was calculated.
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